Stats 2 (AQA) Formula
(everything in blue in formula book)


Expectation (mean) & Variance of Random Variable from Probability Distribution













(  .  is theoretical mean,  is sample mean.)







Poisson distribution (a discrete distribution)

	
	
	,  





If  and , then the distribution of .


Continuous Random Variables

	Probability Density Function (pdf) = f
	Cumulative Distribution Function (cdf) = F
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	(replace lower limit with lower limit of function when calculating)



		



Three methods to find specific probabilities of X:

1.  (ie integrate to find area between two values)
[image: ]

2. Having integrated, evaluate between limits (similar to finding normal distribution probabilities).  



3. Use geometry of graph of  (where possible, splitting it into triangles, trapezia etc).

To find median value, m, solve for m either:

	or	

To find, for example, the value at 95th percentile, solve for d;

	or	

Mean and variance…

	
	
	



If distribution is symmetrical then 

	Positive Skew
	Negative Skew

	[image: Right skewed]
	[image: Left skewed]

	Mode < Median < Mean
	Mean < Median < Mode





Rectangular (Uniform) Distribution
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Estimation

The t distribution (two random variables,  and , i.e. unknown population variance).



 or 


(parameter  pronounced ‘nu’)

Confidence intervals given by

	
	




Hypothesis Testing

	Null Hypothesis
	Alternative Hypothesis

	
		
	

	One tailed
	Two tailed






Acceptance of null hypothesis does not mean it is true, rather that the data provides no evidence to prefer the alternative.

Type 1 error – to reject H0 (and accept H1) when H0 is actually true.
Type 2 error – to reject H1 (and accept H0) when H1 is actually true.



Test Procedure:

1. Write down the two hypotheses.
2. Identify an appropriate test statistic and the distribution of the corresponding random variable.
3. Identify the significance level (usually given).  This is also .
4. Determine the critical region (should be done before collecting data).
5. Calculate the value of the test statistic.
6. Determine and clarify in context the outcome of the test.




 Contingency Tables Tests

Part A – The  Distribution


	
	


(where )



(where  = number of different possible outcomes)

All expected frequencies must be greater than 5

Part B – Contingency Tables

Associated vs independent

To calculate expected frequencies from observed frequencies use





Yates’s correction for a 2x2 table ( ):




Where…
	a
	b
	m

	c
	d
	n

	r
	s
	N





oleObject4.bin

image3.jpeg
54 Continuous random variables Probability density functions, distribution functions and their relationship 55
I I £ X lie b e tacd tast Here are illustrations of the functions f and F for two examples

Since the value of X must lie between the least and greates | where X only takes values between a and b, so that P(X < a) = 0 and

possible values, the total area under the graph of the probability P(X >b) = 0. )

density function is equal to 1.

Probability density
f(x)
0.04
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!
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Total probability = 1

Since negative probabilities are impossible, the graph of f cannot

dip below the x-axis:

f(x)=0 for all values of x 3.1)

The distribution function, F

The distribution function, F, is defined by:

F(x) = P(X <

Thus:

P(X < 60) = F(60)
P(X > 50) = 1 — P(X < 50) = 1 — F(50)

Since an area under a graph can be expressed as an integral, it
follows that F is related to the probability density function f by:

x

F(x)

The lower limit of the integral is given as —, but is in effect the
smallest possible value of X.

Since it is always impossible to have a value of X smaller than —=

and it is certain that any value of X is less than o,

=P(X<x) (32)

The function F is also called the
cumulative distribution
function, abbreviated to cdf.

J Vtu)dr (3.3)

You can replace t by any letter,
without changing the value of
the integral

Strictly F(—2) means ‘the limiting

value of F(x) as x approaches —="

and F(=) is similarly defined

f(x) F(x)
1
: Probability
: | —— :
a b a b o
1
: Probability
P —
0

As x increases so F(x), which is a
continuous function, either
InCreases or remains constant,
but never decreases.

The continuous random variable X has probability density
function, t, given by:

s 1 2<€x3
) = [O otherwise

a) Sketch the graph of f.
b) Determine the form of F(x).
¢) Sketch the graph of F.

a) f()
1

0 2 3 %

b) Since X cannot have a value less than 2, F(x) = 0 for
For 2 < x = 3, by definition:

Fo = [ \/ 1ds

However, since f(x) = 0 for.
to 2. Thus:

= 2, the lower limit can be set

rw=[ 1
=1

=6-2)

The statement that f(x) = 0
‘otherwise’ merely emphasises
that attention may safely be
restricted to the interval

2 <x< 3 or, equivalently, to
2<xs<3.
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Exercise 3B 3.3 The probability of an observation lying
o in a specified interval

In Questions 1 to 5 the probability density function and distribution

function of the continuous random variable X are f and F

In Section 3.2 (p 53) you saw that the area of a section under the
respectively.

graph of the probability density function represents a probability.
1 Itis given that:

Probability that X lies between ¢ and d
fx)

Find f(x) and sketch the graph of f.

il Q T %
2 Itis given that: X X . . . e
The probability of X taking a value in the interval (¢ <x < d) is given
by the corresponding area. Since the 1 between the graph of fand
the x-a given by the integral of f(x) with respect to.v, then

Find: a) the value of the constant a

b) f(x) P(c <X (3.4)
flx)
3 Iighvenitiay Equation (3.4) applies for all ¢ and d. Settingc =k —eandd =k + €
0 therefore gives:
F(x) = {a + bx* P
1 Ph—e<X<k+e=| fa)
“k €
i > value > constants ¢ and b. )
b)) BBUeNEIEs DR AL aRIS As eapproaches 0, the left-hand side approaches P(X = k) and the
b) Find f(x) and sketch the graph of f. k T

right-hand side approaches J f(x)dx which is zero.
k
4 Itis given that:

Thus, for any value, k:

This is an entirely general result for any continuous random variable
Find f(x) and sketch the graph of f. and implies that you nced not be fussy about whether you write ()
P(X <x) or P(X = x), since (as claimed previously):

5 Itis given that:

0 l P(X<x)=P(X =x) forallx
ﬁ ! 2 O=<x=<2 " X X
F(x) 8 o The total of a set of relative frequencies is, by definition, equal to 1.
a+b@d-xP 2=x=4 The same is true for probabilitics. The total area between the graph )
1 x=4 of f(x) and the x- therefore 1. For a random variable that can
a) Find the values of the constants a and b. only take values between a and b:
b
b) Find f(v). [ty =1 (3.5)
Yu
¢) Sketch the graph of f. 0

as illustrated in the diagram.
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